Lecture Notes

# Chapter 12: Regression and Correlation

## Learning Objectives

1. Describe linear relationships and prediction rules for bivariate and multiple regression models.
2. Construct and interpret straight-line graphs and best-fitting lines.
3. Calculate and interpret *a* and *b*.
4. Calculate and interpret the coefficient of determination (*r*2) and Pearson’s correlation coefficient (*r*).
5. Interpret multiple regression output.
6. Test the significance of *r*2 and *R*2 using ANOVA.

## Chapter Outline

1. Introduction
   1. **Correlation:** A measure of association used to determine the existence and strength of the relationship between variables and is similar to the proportional reduction of error (PRE).
   2. **Regression:** A linear prediction model, using one or more independent variables to predict the values of a dependent variable.
   3. **Bivariate regression:** Examines how changes in one independent variable affects the value of a dependent variable.
   4. **Multiple regression:** Estimates how several independent variables affect one dependent variable.
2. The Scatter Diagram
   1. **Scatter diagram** or **scatterplot:** Visual method used to display the relationship between two interval-ratio variables. It is used as a first exploratory step in regression analysis, a scatter diagram can suggest whether two variables are associated.
   2. Scatter diagrams may also reveal a negative association between two variables or no relationship at all.
3. Linear Relationships and Prediction Rules
   1. **Linear relationship:** Allows to approximate the observations displayed in a scatter diagram with a straight line.
   2. **Deterministic relationship:** In a perfectly linear relationship, all the observations (the dots) fall along a straight line (a perfect relationship is sometimes called a deterministic relationship, and the line itself provides a predicted value of *Y* (the vertical axis) for any value of *X* (the horizontal axis).
   3. Finding the Best-Fitting Line
      1. Most relationships we study in the social sciences are not deterministic, and we are not able to come up with a linear equation that allows us to predict *Y* from *X* with perfect accuracy.
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where,

*Ŷ* = the predicted score on the dependent variable,

*X* = the score on the independent variable,

*a* = the ***Y*-intercept** or the point where the line crosses the *Y*-axis; therefore,

*a* is the value of *Y* when *X* is 0,

*b* = the **slope** of the regression line, or the change in *Y* with a unit change in *X.*

* + 1. Defining Error
       1. The best-fitting line is the one that generates the least amount of error, also referred to as the residual.
       2. There are two values for *Y*: (1) a predicted *Y*, which we symbolize as *Ŷ* and which is generated by the prediction equation, also called the linear regression equation , and (2) the observed *Y*, symbolized simply as *Y*.
       3. Residual is the difference between the observed *Y* and the predicted *Ŷ*. If we symbolize the residual as *e*, then: *e* = *Y* – *Ŷ*.
    2. The Residual Sum of Squares (Σ*e*2):

1. Statisticians prefer to work with the third method: Squaring and summing the residuals over all observations.
2. The result is the residual sum of squares or Σ*e*2. Symbolically, Σ*e*2 is expressed as: ![](data:image/x-wmf;base64,183GmgAAAAAAAOAL4AIACQAAAAARVwEACQAAA4kCAAACALIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAuALCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gCwAAoAIAAAUAAAAJAgAAAAIFAAAAFALpANwKHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAg9YwCWcZzdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAlQBtgIcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKACD2jAJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADIAvAEFAAAAFAKaAbMJHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAA9owCWcZzdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAACIAAADBQAAABQCAAKVBhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAPWMAlnGc3ZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAKCkuALoDFQEAAwUAAAAUAgAC/wEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAKDzjAJZxnN2QAAAAAQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGVZWXkIBUACAAMFAAAAFAIAAqQDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1DwwKeAAACgCg9IwCWcZzdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAA9LacEAAMFAAAAFAJYAjcAHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1KAwKggAACgBg9owCWcZzdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAADl5ZYEgASyAAAAJgYPAFoBQXBwc01GQ0MBADMBAAAzAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAwAQQAABAAIAg2UAAwAcAAALAQEBAAIAiDIAAAAKAgSGPQA9AwAQQAABAAIAgigAAgCDWQACBIYSIi0CAYNZAAYACQACAIIpAAALAQEBAQ0CBIYRIuUAAAsBAQEBDQIEhhEi5QAKAwAcAAALAQEBAAIAiDIAAAAKAgCCLgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtACPSBIoAAAAKAGcRZiPSBIoAAQAAALDcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)
   * 1. The Least Squares Line
3. The best-fitting regression line is that line where the sum of the squared residuals, or Σ*e2*, is at a minimum.
4. Such a line is called the **least squares line,** and the technique that produces this line is called the **least squares method**.
5. The technique involves choosing *a* and *b* for the equation such that Σ*e*2 will have the smallest possible value.
   1. Computing *a* and *b*
      1. Formula: To figure out the values of *a* and *b* in a way that minimizes Σ*e*2, we need to apply the following formulas:
         1. ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEQAQBCQAAAACwXgEACQAAA40CAAAEAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABOAECwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+gBAAA+QMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACegIFAAAAEwIAApQEBQAAAAkCAAAAAgUAAAAUAuACfAMcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKALhSjwJZxnN2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAyALwBBQAAABQC0AE9AxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAmFGPAlnGc3ZAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAWFmHALwBBQAAABQC7wN2AxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAuFGPAlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAWHm8AQUAAAAUAm0BmAIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKALhQjwJZxnN2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAHNZAAMFAAAAFAJgAi4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCYUY8CWcZzdkAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABiWQADBQAAABQCjAPRAhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAOFCPAlnGc3ZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAc84AAwUAAAAUAmACSAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAGA5Q3U5DgooAAAKAFhTjwJZxnN2QAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAD1ZAAObAAAAJgYPACwBQXBwc01GQ0MBAAUBAAAFAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAgCDYgACBIY9AD0DAAsAAAEAAgCDcwADABsAAAsBAAIAg1gAAgCDWQAAAQEAAAoBAAIAg3MAAwAdAAALAQACAINYAAABAAIAiDIAAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoA8Atm2dIEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=)
         2. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAIQAIBCQAAAADQVAEACQAAA8oBAAAEAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9ACAAA6gEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAl8AuQIFAAAAEwJfAHkDBQAAABQCXwB/BgUAAAATAl8APwcFAAAACQIAAAACBQAAABQCoAGVBRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAaF+VAlnGc3ZAAAAABAAAAC0BAQAMAAAAMgoAAAAAAwAAACgpLgDUAX4AAAMFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCoYJUCWcZzdkAAAAAEAAAALQECAAQAAADwAQEADQAAADIKAAAAAAQAAABhWWJYNAJhAm4BAAMFAAAAFAKgAVoBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1sAsKZQAACgBIX5UCWcZzdkAAAAAEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAAA9LW0CAAOPAAAAJgYPABQBQXBwc01GQ0MBAO0AAADtAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAgCDYQACBIY9AD0CAYNZAAYAEQACBIYSIi0CAINiAAIAgigAAgGDWAAGABEAAgCCKQACAIIuAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoAOhJmwtIEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=)

where,
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![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA4kBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AOsAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDwvJMCWcZzdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAgMC5QAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAFC9kwJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFh5vAEFAAAAFAKgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDQupMCWcZzdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADggAAACYGDwD5AEFwcHNNRkNDAQDSAAAA0gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIAg3MAAwAdAAALAQACAINYAAABAAIAiDIAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBC0gSKAAAACgCuC2ZC0gSKAAEAAACw3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) = the variance of *X,*

![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAAz0BAAAEAHgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAQAAigEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAl8AbQAFAAAAEwJfAC0BBQAAAAkCAAAAAgUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKABhWgAJZxnN2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAABZAAADeAAAACYGDwDmAEFwcHNNRkNDAQC/AAAAvwAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIBg1kABgARAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoAZRBmzdIEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=) = the mean of *Y,*

![](data:image/x-wmf;base64,183GmgAAAAAAAMAB4AECCQAAAAAzXgEACQAAAz0BAAAEAHgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAQAAigEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAl8AmgAFAAAAEwJfAFoBBQAAAAkCAAAAAgUAAAAUAqABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAOD3hQJZxnN2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAABYAAADeAAAACYGDwDmAEFwcHNNRkNDAQC/AAAAvwAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIBg1gABgARAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoAMwtmcdIEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=) = the mean of *X,*

*a* = the *Y*-intercept,

*b* = the slope of the line.

* + 1. Variance of variable *X*: The denominator for *b* is the variance of the variable *X*. It is defined as follows: ![](data:image/x-wmf;base64,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)
    2. Covariance of *X* and *Y*: The numerator, however, is a new term.

1. It is the covariance of *X* and *Y* and is defined as:
   * + - 1. ![](data:image/x-wmf;base64,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)
     1. The covariance is a measure of the linear relationship between two variables, and its value reflects both the strength and the direction of the relationship.
2. The covariance will be close to zero when *X* and *Y* are unrelated.
3. It will be larger than zero when the relationship is positive and smaller than zero when the relationship is negative.
   1. Interpreting *a* and *b*
      1. The pattern suggested by the regression equation may not hold for every individual, it gives us a tool by which to make the best possible guess about how Internet usage is associated, on average, with educational attainment.
      2. The *Y-*intercept *a* is the predicted value of *Y*, when X = 0.
         1. Thus, it is the point at which the regression line and the *Y*-axis intersect.
      3. Plotting the regression equation: One can plot the regression equation with two points:
4. The mean of *X* and the mean of *Y.*
5. 0 and the value of *a*.
6. Methods for Assessing the Accuracy of Predictions
   1. Formula to calculate PRE: ![](data:image/x-wmf;base64,183GmgAAAAAAAMAJQAQBCQAAAACQUwEACQAAA38CAAAEAKwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABMAJCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+ACQAA+QMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACkAQFAAAAEwIAAvsIBQAAAAkCAAAAAgUAAAAUAtABhgUcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAMhcfAJZxnN2QAAAAAQAAAAtAQEACgAAADIKAAAAAAIAAAAxMs8CvAEFAAAAFALvA/YGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDoXHwCWcZzdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAxRbwBBQAAABQCYAI6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoA6F58AlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAA0AAAAyCgAAAAAEAAAAUFJFLtgAAgERBwADBQAAABQCbQG0BBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAyFx8AlnGc3ZAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAARUW3AgADBQAAABQCjAMkBhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAKF18AlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAARQAAAwUAAAAUAm0BSwYcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAGA5Q3WJEQrQAAAKAOhefAJZxnN2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAC0AAAMFAAAAFAJgAl4DCQAAADIKAAAAAAEAAAA9RQADrAAAACYGDwBOAUFwcHNNRkNDAQAnAQAAJwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIAgVAAAgCBUgACAIFFAAIEhj0APQMACwAAAQACAINFAAMAGwAACwEAAgCIMQAAAQEACgIEhhIiLQIAg0UAAwAbAAALAQACAIgyAAABAQAACgEAAgCDRQADABsAAAsBAAIAiDEAAAEBAAAACgIAgi4AAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA0gSKAAAACgDnCmZa0gSKAP////+w3BkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

where,

= prediction errors made when the independent variable is ignored.

= prediction errors made when the prediction is based on the independent variable.

* 1. Error of prediction:
     1. The first prediction rule is to predict ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAAz0BAAAEAHgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9AAQAAigEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAl8AbQAFAAAAEwJfAC0BBQAAAAkCAAAAAgUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAPBwlAJZxnN2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAABZDgADeAAAACYGDwDmAEFwcHNNRkNDAQC/AAAAvwAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIBg1kABgARAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoAKAxmw9IEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=) in the absence of information on *X*. The error of prediction is defined as ![](data:image/x-wmf;base64,183GmgAAAAAAAMAD4AEBCQAAAAAwXAEACQAAA3YBAAAEAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAwAAigEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAl8ArQIFAAAAEwJfAG0DBQAAAAkCAAAAAgUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAhXhgJZxnN2QAAAAAQAAAAtAQEACgAAADIKAAAAAAIAAABZWUACAAMFAAAAFAKgAWYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1Nw4KewAACgDoVIYCWcZzdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAtWQADfgAAACYGDwDxAEFwcHNNRkNDAQDKAAAAygAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIAg1kAAgSGEiItAgGDWQAGABEAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoATA5mNtIEigD/////sNwZAAQAAAAtAQMABAAAAPABAgADAAAAAAA=).
     2. The second rule of prediction uses *X* and the regression equation to predict ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA00BAAACAHgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8gAQAAtAEAAAUAAAAJAgAAAAIFAAAAFAJaAY4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgA4VXwCWcZzdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiAAAAwUAAAAUAsABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAPhVfAJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFl5AAN4AAAAJgYPAOYAQXBwc01GQ0MBAL8AAAC/AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAgGDWQAGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAd0gSKAAAACgC7DmYd0gSKAAAAAADY0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). The error of prediction is defined as ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA4YBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gAwAAtAEAAAUAAAAJAgAAAAIFAAAAFAJaAc4CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCoPpQCWcZzdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiA4AAwUAAAAUAsABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAKg9lAJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFlZQAIAAwUAAAAUAsABZgEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAGA5Q3UEEgoJAAAKAAhAlAJZxnN2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15AAN+AAAAJgYPAPEAQXBwc01GQ0MBAMoAAADKAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAgCDWQACBIYSIi0CAYNZAAYACQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCH0gSKAAAACgCBDmaH0gSKAAEAAACw3BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)
  2. Total sum of squares or SST: The sum of the squared deviations from the mean is called the *total sum of squares*, or *SST*.
     1. ![](data:image/x-wmf;base64,183GmgAAAAAAAIALwAIACQAAAABRVwEACQAAAzoCAAAEAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAoALCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7v///9ACwAAewIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAp8AEAkFAAAAEwKfANAJBQAAAAkCAAAAAgUAAAAUAu4AbwocAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKALiYiAJZxnN2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAyebwBBQAAABQC4AEoABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAWJqIAlnGc3ZAAAAABAAAAC0BAgAEAAAA8AEBABAAAAAyCgAAAAAGAAAAU1NUKCku2ADYADsEzwMVAQADBQAAABQC4AGFBhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAeJqIAlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAWVlAAgADBQAAABQC4AEiAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAYDlDdXsRCtIAAAoAuJiIAlnGc3ZAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPS2nBAADBQAAABQCOAJLBBwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAYDlDdSgMCtoAAAoA2JuIAlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAA5S2ABKQAAAAmBg8APQFBcHBzTUZDQwEAFgEAABYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAIBAgMDAAAKAQACAIFTAAIAgVMAAgCBVAACBIY9AD0DABBAAAEAAgCCKAACAINZAAIEhhIiLQIBg1kABgARAAIAgikAAAsBAQEBDQIEhhEi5QAKAwAcAAALAQEBAAIAiDIAAAAKAgCCLgAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA0gSKAAAACgB2EWan0gSKAP////+w3BkABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==)
  3. **Residual sum of squares** or SSE: Sum of squared deviations from the regression line is denoted as residual sum of squares or SSE.
     1. ![](data:image/x-wmf;base64,183GmgAAAAAAAGAL4AIACQAAAACRVwEACQAAA0oCAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAmALCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///8D///8gCwAAoAIAAAUAAAAJAgAAAAIFAAAAFALpAFoKHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCo43YCWcZzdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUApoBMQkcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAKjhdgJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAIgAAAMFAAAAFAIAAigAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDI4XYCWcZzdkAAAAAEAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAABTU0UoKS7YANgAOwS6AxUBAAMFAAAAFAIAAoUGHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCI4nYCWcZzdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABZWUACAAMFAAAAFAIAAiIDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1sw8KMwAACgCo43YCWcZzdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9LacEAAMFAAAAFAJYAksEHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABgOUN1ghAKnQAACgDI43YCWcZzdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADlLYAEpAAAACYGDwA9AUFwcHNNRkNDAQAWAQAAFgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIAgVMAAgCBUwACAIFFAAIEhj0APQMAEEAAAQACAIIoAAIAg1kAAgSGEiItAgGDWQAGAAkAAgCCKQAACwEBAQENAgSGESLlAAoDABwAAAsBAQEAAgCIMgAAAAoCAIIuAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABrSBIoAAAAKAO0QZhrSBIoAAAAAALDcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)
  4. **Regression sum of squares** or SSR: By subtracting *SSE* from *SST*, we obtain the regression sum of squares or *SSR*, which reflects improvement in the prediction error resulting from our use of the linear prediction equation.
     1. *SSR* is defined as: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAMwAEBCQAAAACwUwEACQAAA4YBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAMCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gDAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgASgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAognkCWcZzdkAAAAAEAAAALQEAAB4AAAAyCgAAAAAPAAAAU1NSID0gU1NUICBTU0UuddgA2AACAWAA2ABgANgA2ADwAMgBYADYANgA6gAAAwUAAAAUAmABwAccAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAGA5Q3X/DQp2AAAKAIh/eQJZxnN2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC15AAOcAAAAJgYPAC4BQXBwc01GQ0MBAAcBAAAHAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQACAQIDAwAACgEAAgCBUwACAIFTAAIAgVIAAgCBIAACAIE9AAIAgSAAAgCBUwACAIFTAAIAgVQAAgCBIAACBIYSIi0CAIEgAAIAgVMAAgCBUwACAIFFAAIAgS4AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDl0gSKAAAACgDRBWbl0gSKAAAAAACw3BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)
  5. Calculating Prediction Errors
     1. Steps for calculating PRE:
        1. *SST* measures the prediction errors when the independent variable is ignored, we can define: *E*1 = SST.
        2. Similarly, because *SSE* measures the prediction errors resulting from using the independent variable, we can define: *E*2 = SSE.
        3. We are now ready to define the coefficient of determination, *r*2. It measures the *PRE* associated with using the linear regression equation as a rule for predicting ![](data:image/x-wmf;base64,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).
     2. **Coefficient of determination (*r*2** Reflects the proportion of the total variation in the dependent variable, *Y*, explained by the independent variable, *X*.

1. The coefficient of determination ranges from 0.0 to 1.0.
   * 1. Calculating
2. Equation: ![](data:image/x-wmf;base64,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)
3. This formula tells us to divide the square of the covariance of *X* and *Y* by the product of the variance of *X* and the variance of *Y*.
4. Testing the Significance of Using ANOVA
   1. ANOVA (analysis of variance) can easily be applied to determine the statistical significance of the regression model as expressed in .
   2. ANOVA and regression analysis can look very much the same.
      1. Both methods accounts for variation in the dependent variable in terms of the independent variable, except that in ANOVA the independent variable is a categorical variable and with regression, it is an interval-ratio variable.
   3. With ANOVA, the total variation in the dependent variable can be decomposed into portions explained (SSB) and unexplained (SSW) by the independent variable.
   4. The statistical test, *F*, is the ratio of the mean squares between to the mean squares within as shown in formula: ![](data:image/x-wmf;base64,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).
   5. **Mean squares regression:** Ratio of regression sum of squares (SSR) to the degree of freedom (*df*r).
      1. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAYQAQACQAAAADxQgEACQAAA6UCAAAEAOEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABKAYCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gGAAA+AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgAClhAFAAAAEwIAAnITBQAAABQCAAIKFQUAAAATAgAC5hcFAAAACQIAAAACBQAAABQC7wNqEhwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAoIttAlnGc3ZAAAAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHIAvAEFAAAAFAJuAZwQHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAi20CWcZzdkAAAAAEAAAALQECAAQAAADwAQEAEAAAADIKAAAAAAYAAABTU1JTU1LYANgAxALYANgAAAMFAAAAFAJgAjoAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAjm0CWcZzdkAAAAAEAAAALQEBAAQAAADwAQIAKwAAADIKAAAAABgAAABNZWFuIHNxdWFyZXMgcmVncmVzc2lvbi5WAagAqADAAGAAlgDAAMAAqAB+AKgAlgBgAH4AqADAAH4AqACWAJYAbADAANIJAAMFAAAAFAKMAy0RHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDAjW0CWcZzdkAAAAAEAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAABkZktNwAABBAADBQAAABQCYAJkDxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAYDlDddwLCgMAAAoAAI5tAlnGc3ZAAAAABAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAPT10BAAD4QAAACYGDwC4AUFwcHNNRkNDAQCRAQAAkQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAgECAwMAAAoBAAIAgU0AAgCBZQACAIFhAAIAgW4AAgCBIAACAIFzAAIAgXEAAgCBdQACAIFhAAIAgXIAAgCBZQACAIFzAAIAgSAAAgCBcgACAIFlAAIAgWcAAgCBcgACAIFlAAIAgXMAAgCBcwACAIFpAAIAgW8AAgCBbgACBIY9AD0DAAsAAAEAAgCBUwACAIFTAAIAgVIAAAEAAgCDZAACAINmAAMAGwAACwEAAgCBcgAAAQEAAAAKAgSGPQA9AwALAAABAAIAgVMAAgCBUwACAIFSAAABAAIAg0sAAAACAIIuAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AANIEigAAAAoA6BFm1dIEigD/////sNwZAAQAAAAtAQMABAAAAPABAQADAAAAAAA=)
   6. **Mean squares residual:** Ratio of total sum of squares (SST) to the degree of freedom (*df*e).
   7. The *F* statistic is the ratio of the mean squares regression to the mean squares residual.
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* 1. Pearson’s Correlation Coefficient (*r*)
     1. **Pearson’s correlation coefficient:** The square root of , or *r* is most often used as a measure of association between two interval-ratio variables.
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     3. *r* is defined as the ratio of the covariance of *X* and *Y* to the product of the standard deviations of *X* and *Y.*
     4. Characteristics of Pearson’s *r*

1. Pearson’s *r* is a measure of relationship or association for interval-ratio variables.
2. Like gamma, it ranges from 0.0 to ±1.0, with 0.0 indicating no association between the two variables.
3. An *r* of +1.0 means that the two variables have a perfect positive association; –1.0 indicates that it is a perfect negative association.
4. The absolute value of *r* indicates the strength of the linear association between two variables.
5. Unlike the *b* coefficient, *r* is a symmetrical measure. That is, the correlation between *X* and *Y* is identical to the correlation between *Y* and *X*.
6. Statistics in Practice: Multiple Regression and ANOVA
   1. **Multiple regression** is an extension of bivariate regression, allowing us to examine the effect of two or more independent variables on the dependent variable.
   2. The general form of the multiple regression equation involving two independent variables: .

where,

= the predicted score on the dependent variable,

= the score on independent variable ,

= the score on independent variable ,

*a* = the *Y*-intercept, or the value of *Y* when both and are equal to zero,

= the partial slope of *Y* and , the change in *Y* with a unit change in ,when the other independent variable is controlled,

= the partial slope of *Y* and , the change in *Y* with a unit change in ,when the other independent variable is controlled.

* 1. **Partial slopes:** Reflect the amount of change in *Y* for a unit change in a specific independent variable while controlling or holding constant the value of the other independent variables.
  2. **Standardized slope coefficient** or **beta**: Converts the values of each score into a *Z* score, standardizing the units of measurement so we can interpret their relative effects. Beta, also referred to as beta weights, range from 0 to ±1.0.
  3. **Multiple coefficient of determination:** Measure that reflects the proportion of the total variation in the dependent variable that is explained jointly by two or more independent variables), symbolized as (corresponding to in the bivariate case).
  4. **Pearson’s multiple correlation coefficient:** It measures the linear relationship between the dependent variable and the combined effect of two or more independent variables.
  5. The ANOVA summary table for multiple regression is nearly identical to the one for bivariate linear regression except that the degrees of freedom are adjusted to reflect the number of independent variables in the model.
  6. SPSS can produce correlation matrix, a table that presents the Pearson’s correlation efficient for all pairs of variables in the multiple regression model.
  7. Correlation matrix provides a baseline summary of the relationships between variables, identifying relationships or hypotheses that are usually the main research objective.
  8. Three pairs of extensive correlation:
     1. Internet hours with educational attainment,
     2. Internet hours with age, and
     3. Educational attainment with age.